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Summary.

Real-world visual recognition is far more complex than object recognition: There is stuff with-
out distinctive shape or appearance, and the same object appearing in different contexts calls for
different actions. Yet, visual context is hard to describe and impossible to label manually. We
consider visual context as semantic correlations between objects and their surroundings that in-
clude both object instances and stuff categories. We approach contextual object recognition as a
pixel-wise feature representation learning problem that accomplishes supervised panoptic segmen-
tation while discovering and encoding visual context automatically. Our experimental results on
Cityscapes demonstrate that, in terms of surround semantics distributions, our retrievals are much
more consistent with the query than the state-of-the-art segmentation method.

Related Works.

Instance contexts and relationships are explored mainly to enhance the detection performance. Ear-
lier work [7] models the appearances and 2D spatial context as a graph. Hand-crafted features [8],
tree-based models [3] are then developed to model co-occurring statistics and spatial configura-
tions among object categories and object instances [10]. Recently, researchers integrate graphs [2]
or spatial memory [1] into the deep learning framework. The distinction of our work is that our
model does not explicitly model contexts yet is able to discovers novel contexts automatically. Our
model is adapted from the Segment Sorting approach [5, 4, 6] for learning feature representations
using supervised panoptic segmentation.

Research Approach.

We adapt the Segment Sorting approach [5] to panoptic segmentation by sorting segments accord-
ing to both of its semantic and instance labels. With the learned feature representations, we classify
segments into categories with a softmax classifier and merge them into instances by our proposed
clustering algorithm.

We follow SegSort to formulate pixel-to-segment contrastive losses to enforce groupings and sep-
arations of pixel-wise embeddings. Since the loss formulation does not require a fixed number of
classes as opposed to the conventional cross-entropy softmax loss, a way to extend it for instance
discrimination is by changing the definition of ground truth labels and its corresponding selections
of neighbor prototypes. We thus consider positive (negative) samples as any other ‘same-instance’
(all the other ‘different-instance’ and ‘stuff-region’) segments. Such trained embeddings group
each instance against all the other instances, regardless of their semantic categories. We hypothe-
size that: (1) The embeddings encode the semantic labels inherently as instances of the same class
appear similar. To extract such information, we stack a softmax classifier to predict the semantic
class of each segment. (2) The embeddings encode object-centric context. This is endowed by
the design of supervised semantic and instance segmentation with an unified representations. The
feature of pedestrians walking across a road (on a sidewalk) encodes surrounding cars (buildings).

Given the panoptic embeddings and the resultant over-segmentations, the challenge is to group
segments into instances correctly during inference. We need two criteria: 1) how to merge seg-
ments, and 2) when to stop the merging. To align with the formulation of the SegSort loss, we
adopt a nearest neighbor clustering criterion [9] to greedily merge two segments with nearest pro-
totypes, and stop the merging if the distance between two prototypes is greater than a selected
threshold, or their dot product is less than the threshold.

Current Results on Contextual Retrievals on Cityscapes.
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we propose to evaluate the context similarity between query and the retrieval by comparing se-
mantic distributions of their surroundings, dubbed Context Error. We first calculate the semantic
distribution in each of 8 neighboring regions by the occupancy ratio of each class. We then compare
the semantic context distribution of the query against its retrieval by calculating the symmetric KL
divergence between the two. We observe our method performs better in every category and re-
duces 13.7% relative context errors. From the visualization examples, We also observe that our
retrieved instances are usually in a similar context. It indicates that our method encodes not only
the appearances of an instance but also its nearby environment.

method person rider car truck bus train mbike bike mean CE
UPSNet [11] 1.15 1.21 0.88 1.20 1.08 1.33 1.23 1.21 1.16
PSS 0.96 1.01 0.65 1.12 1.04 1.27 1.11 1.05 1.02 (-13.7%)
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