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Introduction
Coordinate-based neural representations for low dimensional signals are becom-
ing increasingly popular in computer vision and graphics. In particular, these
fully-connected networks can represent 3D scenes more compactly than voxel
grids but are still easy to optimize with gradient-based methods. We presented
Neural Radiance Fields (NeRF) last year [1], a technique for achieving pho-
torealistic view synthesis of complex objects and scenes. Since then, we have
continued to further investigate and explain the capabilities of these coordinate-
based networks. Below are two extension projects. The first investigates the
positional encoding used in NeRF using tools from the neural tangent kernel
literature. The second project uses meta learned initialization for fast optimiza-
tion of NeRFs on new scenes of a given class.

Fourier Feature Mapping [3]
We show that passing input points through a simple Fourier feature mapping
enables a multilayer perceptron (MLP) to learn high-frequency functions in
low-dimensional problem domains. These results shed light on recent advances
in computer vision and graphics that achieve state-of-the-art results by using
MLPs to represent complex 3D objects and scenes. Using tools from the neu-
ral tangent kernel (NTK) literature, we show that a standard MLP fails to
learn high frequencies both in theory and in practice. To overcome this spectral
bias, we use a Fourier feature mapping to transform the effective NTK into a
stationary kernel with a tunable bandwidth. We suggest an approach for select-
ing problem-specific Fourier features that greatly improves the performance of
MLPs for low-dimensional regression tasks relevant to the computer vision and
graphics communities.

Meta Learned Initialization [2]
Coordinate-based neural representations have shown significant promise as an
alternative to discrete, array-based representations for complex low dimensional
signals. However, optimizing a coordinate-based network from randomly initial-
ized weights for each new signal is inefficient. We propose applying standard
meta-learning algorithms to learn the initial weight parameters for these fully-
connected networks based on the underlying class of signals being represented
(e.g., images of faces or 3D models of chairs). Despite requiring only a minor
change in implementation, using these learned initial weights enables faster con-
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vergence during optimization and can serve as a strong prior over the signal class
being modeled, resulting in better generalization when only partial observations
of a given signal are available.
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