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1 Triad Members
The collaboration will consist of the following members:

1. Peter L. Bartlett - BAIR Faculty Member.

2. Sébastien Bubeck - Researcher at Microsoft Research.

3. Yeshwanth Cherapanamjeri - BAIR affiliated Ph.D Student.

2 Proposed Research
During the first two years of our collaboration, we worked on two projects relating to the successes and limitations of
modern day machine learning. Machine learning based systems are set to play an increasing role in everyday life due
to the increased abundance of large scale training data and the use of sophisticated statistical models such as neural
networks. In light of these recent trends, much recent attention has been devoted towards understanding both how
robust and reliable these methods are when deployed in the real world and the computational complexity of actually
learning them from data. In our collaboration so far, we have adopted a theoretical perspective on each of these
questions and plan to explore and empirically validate them in future work.

2.1 Robustness
In the last few years, the robustness and reliability properties of machine learning based methods, particularly those
based on neural networks, has been called into question due in part to the prevalence of adversarial examples. As
these examples demonstrate, predictions made by these systems are often extremely brittle to the presence of even
tiny, imperceptible perturbations to the input as illustrated in Figure 1.

In our work so far, we undertook a theoretical exploration of when this phenomenon occurs in neural networks.
This line of work was pioneered by Shamir et al [SSRD19] who showed that in most neural networks and most inputs,
one can perturb a very small number of the entries of the input to cause the network to misclassify it. Noting that the
sizes of these perturbations may be un-realistically large, Daniely and Schacham [DS20], showed that perturbations
of much smaller magnitudes suffice to establish the existence of adversarial inputs. However, the main drawback of
this approach is that it requires the network to be of rapidly decreasing width in each successive layer, an unnatural
assumption in the context of neural network architectures used in practice. In two recent works, we remove this
restrictive assumption on the widths of the networks. In our first result [BCGdC21], we removed this assumption
for a broad class of non-linearities in one-hidden-layer neural networks and substantially extended this result to the
multi-layer setting in our second paper [BBC21].

*Note: We have updated our title from the previous title “Investigations into the Complexity of Nonconvex Optimization”
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Figure 1: The effect of adversarial perturbations on a state-of-the-art machine learning system. Image credits: https:
//gradientscience.org/intro_adversarial/

A significant shortcoming of all prior work on this problem is that they only explain the existence of adversarial
examples on random neural networks. In future work, we aim to explore the effects of training on the behavior of these
networks. This is made challenging by the non-convexity of the optimization landscape encountered in the training of
these networks. This problem remains open even in the simplest setting with just one hidden layer.

2.2 Complexity of Non-convex Optimization
A related question we pursued as part of our project was that of understanding the fundamental complexity of non-
convex optimization. As previously noted, the problem of optimizing non-convex functions arises frequently in the
training of deep learning systems. Despite its practical importance, optimal algorithms for even basic tasks in non-
convex optimization remain poorly understood. This lies in stark contrast to the corresponding scenario for convex
optimization where sharp rates are known in several regimes of interest.

In our project, we attempted to understand the complexity of the simple non-convex optimization problem of
finding an ε-stationary point of a smooth non-convex function in terms of the number of queries to an oracle computing
its value and gradient. Currently, the upper and lower bounds for this problem are 1/ε2 and 1/

√
ε respectively, leaving

open the question of what the right complexity for this fundamental problem actually is. We studied the problem
under the distributed setting where one is allowed to query the function several times during a single round with the
parallelization would lead to faster optimization algorithms. Unfortunately, we showed that any distributed algorithm
operating in fewer than 1/

√
ε rounds must incur a complexity exponential in the dimension of the problem ruling out

significant savings from parallelization. Given these results, the main question appears to be one of understanding the
performance of a sequential algorithm, which is what we aim to characterize in future work.
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